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To improve the often poor stereochemical prop-
erties of protein or nucleic acid structures deter-
mined by NMR spectroscopy or X-ray crystallog-
raphy, Kuszewski et al. (1996, 1997) proposed to
bias the notoriously difficult parametrization of non-
bonded interactions towards energetically more favor-
able and hence more abundant local conformations
by using a potential of mean force for torsion an-
gle conformations based on high-resolution crystal
structure databases in the refinement process. This
conformational database potential consists of several
potential hypersurfaces each representing the distri-
bution of a particular set of torsion angles in the
database, e.g., of the �/� angle combinations of
the non-glycine residues (two-dimensional hypersur-
face). Kuszewski and Clore (2000) recently noted that
the discontinuities of their discretely sampled original
implementation can seriously affect convergence to-
wards energetically favorable local conformations and
sampling of the accessible conformational space, es-
pecially if the number of experimental restraints is
very small, and proposed to fit a set of N Gaussian
functions to every hypersurface, with N ranging from
18 to 60. Unfortunately, while yielding an analytical
representation for the conformational database poten-
tial with continuous partial derivatives, this effectively
multiplies the number of hypersurfaces that have to
be evaluated by N, leading to a severalfold increase
in CPU time. Gaussians decay very rapidly; their val-
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ues 5.0, 7.5, and 10.0 standard deviations away from
the center, e.g., are 3.7 × 10−6, 6.1 × 10−13, and
1.9 × 10−22, respectively. As a consequence, the re-
spective contributions of many of the Gaussians are
completely negligible, and a considerable amount of
CPU time can be saved by preventing their evaluation
if the distance of the actual conformation from the cen-
ter of the Gaussian exceeds a particular cutoff. This
prompted us to modify the NIH version (Kuszewski
and Clore, 2000) of X-PLOR 3.840 (Brünger, 1992)
accordingly. By default, only Gaussians whose centers
are less than 10.0 standard deviations away from the
actual conformation are considered now, but the user
can also specify his own set of cutoff values for the
individual hypersurface classes and even change these
cutoff values at any time in the course of the structure
calculation.

As an example to investigate the effects of this
modification, the calculation of the solution structure
of the 159 amino acid major cherry allergen Pru av 1
was repeated with several different cutoff values. The
22 structures deposited with the PDB (access code:
1E09) are the result of the calculation of 60 struc-
tures with X-PLOR 3.851 (Brünger, 1992) based on
a three-stage simulated annealing protocol using 2438
restraints derived from NMR experiments (Neudecker
et al., 2001) supported by the original conformational
database potential (Kuszewski et al., 1996) with a
force constant factor of 3.0, which requires a total of
168.8 h of CPU time on a Sun Ultra Enterprise 450
server with four 400 MHz Ultra Sparc II processors,
13.2 h or 8% more than the calculation of 60 structures
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Table 1. Comparison of the structure calculations

X-PLOR version 3.851 3.851 3.840 3.840 3.840 3.840

Conformational
database potential

none discretea Gaussianb Gaussianb Gaussianb Gaussianb

Force constant fac-
tor

n/a 3.0 1.0 1.0 1.0 1.0

Cutoff/standard de-
viations

n/a n/a none 10.0 7.5 5.0

No. of structures
calculated

60 60 60 60 60 60

No. of structures
accepted

24 22 22 22 25 29

Total
energyc,d/kcal/mol

233 ± 9 244 ± 7 240 ± 8 240 ± 8 244 ± 8 241 ± 6

Backbone
RMSDc,e/Å

0.61 ± 0.10 0.60 ± 0.09 0.59 ± 0.10 0.59 ± 0.10 0.62 ± 0.12 0.61 ± 0.10

Heavy atom
RMSDc,e/Å

1.00 ± 0.12 0.93 ± 0.09 0.93 ± 0.11 0.93 ± 0.11 0.93 ± 0.12 0.95 ± 0.09

Residues in most
favored regions
of Ramachandran
plotf /%

76.6 82.4 82.6 82.6 81.7 82.6

Residues in addi-
tional allowed re-
gions of Ramachan-
dran plotf/%

21.1 16.6 16.1 16.1 16.9 15.9

Residues in gener-
ously allowed re-
gions of Ramachan-
dran plotf/%

2.0 1.0 1.2 1.2 1.3 1.5

Residues in dis-
allowed regions
of Ramachandran
plotf /%

0.2 0.0 0.1 0.1 0.1 0.1

Packing Z-scorec,g −1.49 ± 0.27 −0.54 ± 0.27 −0.82 ± 0.30 −0.82 ± 0.30 −0.79 ± 0.28 −0.80 ± 0.24

Backbone RMSD
from PDB
structuresh/Å

0.65 0.00 0.41 0.41 0.43 0.35

Heavy atom
RMSD from PDB
structuresh/Å

0.85 0.00 0.56 0.56 0.58 0.48

Backbone RMSD
from no-cutoff
structuresi /Å

0.48 0.41 0.00 0.00 0.17 0.17

Heavy atom RMSD
from no-cutoff
structuresi /Å

0.72 0.56 0.00 0.00 0.27 0.26

Total CPU time/h 155.6 168.8 925.3 714.6 567.1 412.6

aKuszewski et al., 1996.
bKuszewski and Clore, 2000.
cAverage value over the accepted structures in the form average value ± standard deviation.
dValues of the target function excluding conformational database potential.
eAtomic RMSDs from the average structure.
fDetermined with PROCHECK 3.4 (Laskowski et al., 1993).
gDetermined with WHAT_CHECK, WHAT IF 19970704-1848 (Vriend and Sander, 1993).
hAtomic RMSD of the average structure from the average structure of the set of 22 structures calculated with the original conformational
database potential (Kuszewski et al., 1996) and deposited with the PDB (access code: 1E09).
iAtomic RMSD of the average structure from the average structure of the set of 22 structures calculated with the Gaussian conformational
database potential (Kuszewski and Clore, 2000) without cutoff.
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without conformational database potential (Table 1).
In contrast, the Gaussian conformational database po-
tential (Kuszewski and Clore, 2000) with a force
constant factor of 1.0, which is approximately equiva-
lent due to different normalization, increases the CPU
time by 769.7 h or 495%. With cutoff values of 10.0,
7.5, and 5.0 standard deviations, e. g., the increase in
CPU time is cut down to 559.0 h or 359%, 411.5 h
or 264%, and 257.0 h or 165%, respectively. Table 1
shows that every conformational database potential
improves the stereochemical properties of the struc-
tures considerably, which is reflected by significantly
higher proportions of residues in favorable regions of
the Ramachandran plot and a marked improvement
of the packing quality according to WHAT_CHECK
(Vriend and Sander, 1993). The atomic RMSDs be-
tween the average structures are all below 0.65 Å for
the backbone and 0.85 Å for all heavy atoms, which
excludes that any serious artifacts have been intro-
duced by either representation of the conformational
database potential. In contrast, the differences in final
target function values, precision, stereochemical prop-
erties, and atomic coordinates of the average structures
among the structure calculations with conformational
database potential are absolutely marginal, regardless
of the representation and cutoff value. Interestingly,
the 60 atom coordinate files resulting from the calcu-
lation with the default cutoff value of 10.0 standard
deviations are identical to those resulting from the cal-
culation without cutoff, i.e., more than 25% of the
increase in CPU time can be saved without even in-
fluencing the results of the structure calculation. The
choice of an appropriate cutoff value is a compromise
between computational speed and quality of the final
structures, but one should bear in mind that extremely
low cutoff values may give rise to new discontinuities.
Still, it is obvious that the error for the hypersurfaces
caused by a reasonable cutoff is much smaller than the
errors that arise from the inaccuracies of the crystal
structures in the database, the discrete conformational
sampling, and the approximation by a finite number

of Gaussians. In addition, a finite cutoff adds to the
stability of the calculation by preventing underflow ex-
ceptions, because the value of a Gaussian whose center
is more than 37.64 standard deviations away from the
actual conformation is smaller than 2.225×10−308, the
smallest positive normal number that can be encoded
in double-precision floating point format complying
with IEEE Standard 754–1985.
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